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Abstract

We report on the curation of several publicly available datasets for age and gender prediction. Furthermore, we present experiments to predict age and gender with models based on a pre-trained wav2vec 2.0. Depending on the dataset, we achieve an MAE between 7.1 years and 10.8 years for age, and at least 91.1% ACC for gender (female, male, child). Compared to a modelling approach built on handcrafted features, our proposed system shows an improvement of 9% UAR for age and 4% UAR for gender. To make our findings reproducible, we release the best performing model to the community as well as the sample lists of the data splits.

1 Introduction

The automatic detection of speaker age and gender has many use cases in human computer interaction, for example for dialogue adaption or market research. In contrast to subjective phenomena such as emotional arousal, the age of a person may be objectively determined, like for example body size, by an exact measurement. But, just like emotional arousal, age is only one of many factors that influence the acoustic speech signal [1], and typically not to be predicted to the year.

We curated several publicly available datasets with respect to age labels and used them to train several age models based on a wav2vec 2.0 architecture. We experiment on in- and cross-domain prediction, multi-head vs single age and gender head models and the number of transformer layers to be used. Finally we report the performance, using the 2010 paralinguistic challenge winner as a baseline.

Age and gender prediction based on machine learning as such has been investigated numerous times in the past decades. A problem in this regard is the lack of benchmark datasets that could be used to compare approaches. There are several publicly available age annotated datasets like the SpeechDat II corpus⁴, CommonVoice [2], aGender [3], Timit [4], VoxCeleb2 [5], or the NIST test set [6], but the studies we found used only some of these, or not comparable train-development-test splits. In addition, the authors usually only report either regression or classification results, and use different metrics such as mean average error (MAE), accuracy (ACC), precision, recall, or unweighted average recall (UAR).

During the 2010 Interspeech Paralinguistic Challenge [7], age classification was one of the topics. Lingenfelser et al. [8] report on the aGender dataset by fusing the results of ensemble classifiers trained on subgroups of a larger feature set and get 42.4% UAR on four age groups, the baseline being 46.2% UAR. Katerenchuk [9] use a similar configuration with respect to classifiers and feature sets to fuse acoustic and metadata for child speech detection. Early studies are also based on the aGender dataset [10, 11], both using gaussian mixture models (GMM)/support vector machines (SVM) meta classifiers. In Metze et al. [12], the best system reaches an F1 value of .54 with a Linear Discriminative Analysis (LDA) on Hidden Markov Models (HMM) modelling phonemes on the SpeechDat II corpus. A human evaluation on a subset of the data reaches .61 F1 value. Sadjadi et al. [13] describe joint gender and age estimation using iVectors and Support Vector Regression, reaching 4.7 years MAE on the NIST SRE 2010 telephony test set. Sánchez-Hetvia et al. [14] and Turunov et al. [15] both describe joint gender and age classification with a convolutional neural network (CNN) based on the CommonVoice dataset and report a recall of 76% on six mixed gender-age groups and 74% UAR on twelve mixed gender-age groups, respectively. Comparing linear and logistic regression on iVectors with CNNs using spectrograms, Hechmi et al. [16] report .98 F1 for gender classification and 9.44 years MAE for age regression. They use part of VoxCeleb2 as a dataset with age ground truth labels estimated mainly from a Wikipedia lookup, and these labels are the basis for the VoxCeleb2 data used in this paper, see Section 2.1 for details. Zazo et al. [6] propose a long short term memory (LSTM) recurrent network and report MAE of 6.58 years on the NIST SRE test set. Gupta et al. [17] classified age using a wav2vec 2.0 model on the Timit dataset and report 5.54 years and 6.49 years MAE for male and female speakers, respectively. Kwasny and Hemmerling [18] reached a similar performance on Timit utilising a QuartzNet architecture, pre-trained on CommonVoice and VoxCeleb2, and fine-tuned on a joint age and sex prediction. With respect to gender prediction, authors usually refer to the biological sex. Leviatan et al. [19] report on the aGender dataset three-class problem and reach 85% accuracy on the test set with a Random Forest classifier and MFCC features. Almuain et al. [20] use a pre-trained ResNet 50 and fine-tune it for gender on a balanced sub-set CommonVoice. They report a recall of .958 on two gender

¹https://tinyurl.com/speechdatii
groups on the test set of CommonVoice and a similar recall for cross-corpus performance.

With the paper at hand we see the following contributions:

- We evaluate a novel system to estimate age and gender with fine tuned transformer models
- We present curated sample sets for train, development and test splits of publicly available data sets and make them available to the research community
- We compare a combined age and gender model to models specialized on a single task
- We present in-domain and cross-corpus results to examine the generalisability of the proposed system
- We investigate how many transformer layers are actually needed to properly model the tasks
- We release our best performing model to the public

2 Datasets

In order to test our approach on publicly available datasets, we considered the ones mentioned in the introductory Section 1. Most of them have drawbacks: The Timit and NIST datasets mainly contain young adults, Mozilla Common Voice is labelled with self-reported decades as age, and aGender is only available in 8 kHz telephone quality, VoxCeleb2 might contain samples from the same speakers, but recorded in different years. An overview on the age distributions per split can be seen in Figure 1 and the numbers of samples and speakers per dataset and split in Table 1. All datasets are available for non-commercial research and the file lists can be accessed in the GitHub repository that accompanies this paper.²

2.1 VoxCeleb2

Hechmi et al. [16] report on a dataset which is based on a self-collected table for VoxCeleb2 speakers. Because the authors (and the github repository) do not provide exact sample lists but only the speaker splits, we limited the number of samples per speaker to 20 samples. The original number of samples per speaker in the VoxCeleb2 dataset has a mean value of 220. We re-used the test set and split the train set randomly into 10% development speakers and 90% for training. The age distribution for train and test splits is shown in Figure 1. As said, we followed the splits used in Hechmi et al. [16] which have a rather large portion of test speakers. Although the age peak is still on the young side, it reflects the world age distribution³ better than, for example, Timit. As many samples are quite long (> 20 s), we used voice activity detection (VAD) to segment the samples.

<table>
<thead>
<tr>
<th>Dataset</th>
<th>train</th>
<th>devel</th>
<th>test</th>
</tr>
</thead>
<tbody>
<tr>
<td>VoxCeleb2</td>
<td>30300</td>
<td>3120</td>
<td>22100</td>
</tr>
<tr>
<td>CommonVoice</td>
<td>1729</td>
<td>186</td>
<td>1110</td>
</tr>
<tr>
<td>Timit</td>
<td>1570</td>
<td>170</td>
<td>380</td>
</tr>
<tr>
<td>aGender</td>
<td>29553</td>
<td>2974</td>
<td>20549</td>
</tr>
</tbody>
</table>

Table 1: Overview of the datasets: #samples and #speakers (in parenthesis).

2https://github.com/audeering/w2v2-age-gender-how-to
3https://ourworldindata.org/age-structure

2.2 CommonVoice

The dataset is the result of a public data collection by the Mozilla foundation [2]. We used the de-validated collection as a basis for our datasets. Because the number of samples per speaker varies strongly (Mean: 55, STD: 296.6), we limited to 20 samples per speaker. Because the age distribution is quite imbalanced, we furthermore tried to age-balance the test and training splits by selecting at most 20 speakers per age decade and gender, and then chose at most 7 speakers per age-gender group as a test set and the others for training. As a development set, we randomly used 10% of the training speakers.

2.3 Timit

The well known Timit datasets [4] contains 16 kHz recordings of 630 speakers of eight major dialects of American English, each reading ten phonetically rich sentences. Again, we tried to age-balance the test and training splits by first selecting at most 40 speakers per age decade and gender and then using 5 speakers per age-gender group as a test set, disregarding many of the speakers in their twenties. As a development set, we randomly used 10% of the training speakers.

2.4 aGender

The aGender dataset [3] has been collected via telephone especially with age classification as a focus. It has been used in the Interspeech 2010 Paralinguistic challenge[7]. The winning paper was Kockmann et al. [21] and they reached 53.86 UAR and 81.57 UAR for the age (4 classes) and gender (3 classes) classification for the development set respectively with a meta classification based on SVM and GMM. Because we wanted to be able to compare our results with the challenge, we used the official development set as our test set and took 10% of the training speakers as a development set (the test set of the aGender dataset is secret and not accessible). It is the only dataset that has been collected solely for the purpose of biological age prediction and has a balanced age structure with respect to the four age classes.

3 Architecture

Our proposed architecture is depicted in Figure 2. It is built on wav2vec 2.0 [22] with two custom heads to predict age and gender, respectively. We do not start training from scratch, but use the weights from a pre-trained model. In our experiments we rely on wav2vec2-large-robust⁴, a model pre-trained on read speech from Libri-Light (60k hours) and CommonVoice (600 hours), but also

⁴https://huggingface.co/facebook/wav2vec2-large-robust
noisy telephone speech from Fisher (2k hours) and Switchboard (300 hours) [23]. We could show that models fine-tuned on this variant are generally more robust against noise compared to models that have seen only clean speech during the pre-training [24].

As input to the heads we use the pooled hidden states (average pooling) of the last transformer layer. Each head consists of a fully connected layer of size 1024, a dropout layer, and a final projection layer. In case of age, we project to a single value predicting the age in range 0 to 1, where 1 corresponds to a hundred years. In case of gender, we project to three values expressing the confidence for being child, female, and male. During evaluation we decide in favor of the class with the highest value.

For fine-tuning on the downstream task, we use the ADAM optimiser with a fixed learning rate of $1 \times 10^{-4}$. Depending on the task we use two different loss functions: concordance correlation coefficient (CCC) loss for age, which we define as a regression problem; cross entropy (CE) loss for gender, which we define as a multi-class classification problem. For backpropagation we use the average of the two losses. We run for 5 epochs with a batch size of 64 and keep the checkpoint with best performance on the development set. As proposed in [24] we freeze the CNN layers but fine-tune the transformer ones. When using the term fine-tuning, we will henceforth refer to this partial fine-tuning. These models are trained using a single random seed, for which the performance is reported.

In total, the model has 317.5M parameters. On a three second long input it performs 53.8G MAC operations, which took 34.2 ± 5.2 ms when measured on a NVIDIA RTX A4000 (100 repetitions). In 4.3 we will discuss how these numbers can be reduced. As learning framework we use PyTorch and rely heavily on the transformer library by HuggingFace [25].

4 Experiments

We will now report results on predicting age and gender of a speaker from her or his voice. We treat gender detection as a classification task and report results in terms of accuracy (ACC) or unweighted average recall (UAR) for the three classes child, female, and male. In case of age, which we model as a regression problem, we report concordance correlation coefficient (CCC), and, for the aGender age groups: ACC or UAR.

4.1 Single vs combined model

We compare the performance of a combined model trained on both tasks simultaneously to that of models trained on a single task, i.e., either age or gender. For the latter, we use the same architecture described in Section 3 but remove the other head.

Results are summarised in Figure 3 and it is not difficult to recognise that the single and combined model perform almost identical. We can conclude that, although the combined model does not benefit from the information of the other channel, it is well able to learn both tasks at once. Since this (almost) halves the resources needed to run two separate models, a combined model should be preferred in a multi-task setup. Throughout the remaining of the paper, we will report results for the combined architecture without explicit mention.

4.2 Cross-corpus evaluation

In cross-corpus evaluation, a model is presented with data from an unknown source. To simulate such a situation, we train a model on a single dataset. For our experiment, we choose aGender as it is the only dataset that contains a considerable amount of child speech. In Figure 4, we report the performance of this model as cross-corpus on the remaining datasets, namely CommonVoice, Timit, and VoxCeleb2. For comparison, we also include in-domain results by the model trained on all datasets.

Removing in-domain data from the training generally leads to a performance drop on all datasets. On CommonVoice, the effect is yet small: plus one year for age and minus one percentage point for gender. Whereas on Timit and VoxCeleb2 it is quite significant: MAE increases by four to five years for age and ACC decreases by more than ten percentage points for gender. In the lower part of Figure 4, we visualise gender and age predictions aggregated over the three datasets. The confusion matrices reveal that the cross-domain model has problems in predicting females, while the distribution plots show that age is generally underestimated.

We conclude more and diverse data is needed to build a robust age and gender model, especially when using an upsampled 8 kHz dataset as training.

4.3 Varying the number of layers

In the experiments reported so far, we have used all 24 transformer layers. Dropping some of top layers reduces the footprint of a model. However, too few layers may degrade the ability of the model to properly learn a task. To investigate the effect of reducing transformer layers, we run experiments with a varying number of layers. As we see in Figure 5, results generally improve with more layers, though the effect is smaller for gender than for age. In fact, a single transformer layer seems sufficient to adequately model gender. For age, we can observe a considerable performance drop for less than six layers, while with more than six layers, there is only a marginal increase.

We conclude that using six transformer layers provides a good trade-off between accuracy and speed. This reduces the number of parameters by a factor of 3.5 to 90.8M and inference time by a factor of to 3 to 12.4 ± 3.3ms.
Figure 4: In the cross-corpus condition, the model has not seen data from the dataset it is evaluated on. Results are compared with a model trained in an in-domain fashion. The cross-domain model performs poorly in detecting females (cf. confusion matrices) and predicts speakers younger than they are (cf. distribution plots) (age: MAE in years/100).

4.4 Comparison with baseline

Finally, we compare performance to a classic modelling approach based on hand-crafted features. As a baseline, we choose the winner system of the 2010 Interspeech Paralinguistic Challenge [7]. It implements a combination of Gaussian Mixture Models (GMM) and Support Vector Machines (SVM), followed by linear Gaussian backends and logistic regression-based fusion, which uses as input a large feature set of acoustic, prosodic, and voice quality features. For more information see Kockmann et al. [21].

In Table 2, we compare the performance of the baseline system with our best performing model (24 layers) when trained either only on aGender or on all datasets introduced in Section 2. In case of age, we map the continuous predictions of our model to the four classes child, youth, adult, and senior as proposed by the challenge organisers. In addition, we include results for the combined age/gender task with seven classes used in the challenge [7]. Depending on the task, UAR and ACC of the baseline is improved by 4–10 percentage points. Using all datasets during training provides an additional, yet small boost.

We can conclude that deep learning improves the accuracy compared to a classic modelling based on manual feature engineering.

4.5 Age/gender prediction of emotional data

When testing the published model on the Berlin emotional database [26], the MAE for all samples age prediction is 8.35 and the UAR for binary gender prediction 96.04. When only the neutral samples are used, the MAE drops to 5.94 and the UAR to 100. Clearly, the acted emotional expression jeopardizes the quality of our model, as it has been trained on non-emotional data.

5 Conclusions and Outlook

We performed experiments on age and gender prediction based on four datasets and a fine tuned transformer architecture. A model trained on all data sets, together with the test, train, and development splits, has been made public and can be used as a baseline for other authors. We will continue to investigate age detection by using other model architectures and perhaps combining them with expert features. Especially speech data from children is sparse and we will look for such data or try to synthesise data with generative models.
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