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Abstract
The most successful systems in previous comparative studies
on speaker age recognition used short-term cepstral features
modeled with Gaussian Mixture Models (GMMs) or applied
multiple phone recognizers trained with the data of speakers
of the respective class. Acoustic analyses, however, indicate
that certain features such as pitch extracted from a longer span
of speech correlate clearly with the speaker age although the
systems based on those features have been inferior to the be-
fore mentioned approaches. In this paper, three novel systems
combining short-term cepstral features and long-term features
for speaker age recognition are compared to each other. A sys-
tem combining GMMs using frame-based MFCCs and Support-
Vector-Machines using long-term pitch performs best. The re-
sults indicate that the combination of the two feature typesis
a promising approach, which corresponds to findings in related
fields like speaker recognition.Index Terms: speaker classifi-
cation, age recognition,GMM, SVM

1. Introduction
In human communication, speech not only transports the se-
mantics of an utterance but also paralinguistic information,
which allows among other things to infer some of the charac-
teristics of the speaker. In everyday life we characterize people
that we are talking with on the telephone solely on the basis of
their voices and adapt our communicational behavior accord-
ingly. One of these characteristics is speaker age. In the field of
phonetics, several aspects of speaker age have been addressed.
From speech technology research, however, only few systems
automatically recognizing the age of the speaker emerged sofar
(see e.g. [1], [2]), even though there is no lack of applications.
Besides the difficulty of the task this might be due to the fact,
that – in opposition to related areas like for example speaker
identification – neither internationally approved and commonly
used databases exist for age recognition nor officially organized
evaluation series.

However, the Deutsche Telekom recently invited four Ger-
man sites to participate in a benchmark workshop. This is to our
knowledge the first attempt to compare multiple age recognition
systems directly on a common dataset. The results of that work-
shop are summarized in [3]. The most successful systems used
short-term cepstral features modeled with a GMM or applied
multiple phone recognizers trained with the data of speakers of
the respective class and inferred back to that class on the ba-
sis of their confidence measures. Acoustic analyses, however,
indicate that long-term prosodic features correlate clearly with
the speaker age [4] although the systems based on those fea-
tures have been inferior to the before mentioned approaches. In

this paper, three novel systems, combining short-term cepstral
features and long-term prosodic features for speaker age recog-
nition are proposed.

The remainder of this article is organized as follows. Sec-
tion 2 summarizes the training and evaluation criteria for the ap-
proaches proposed here. Particularly, the underlying database,
the age class definitions as well as the reference system are de-
scribed. Section 3 comprises the description of the systemsas
well as the comparison with each other and the reference sys-
tem. Section 4 presents the conclusions discusses directions for
future work.

2. Evaluation Criteria

The Evaluation data was taken from the German SpeechDat II
corpus, which is annotated with age and gender labels as given
by callers at the time of recording. This database consists of
4000 native German speakers, who called a recording system
over the telephone and read a set of numbers, words and sen-
tences. Eighty speakers of each age and gender group were
selected for training and twenty speakers for testing. The train-
ing data consisted of the whole utterance set of each speaker,
which was up to 44 utterances. The age classes were defined as
follows: C children≤ 13 years,YF young people (female) 14
– 19 years,YM young people (male),AF adults (female) 20 –
64 years,AM adults (male),SF seniors (female),≥ 65 years,
SM, seniors (male).

The reference system uses the following features: (1) jitter
(micro-variations of the fundamental frequency F0); (2) shim-
mer (micro-variations of the amplitude), for each of which mul-
tiple algorithms were used including the Relative Average Per-
turbation (RAP) and the Period Perturbation Quotient (PPQ) for
jitter as well as the Three-, Five- and Eleven-Point Amplitude
Perturbation Quotient (AQP) for shimmer [5]; (3) the mean
and the stddev of the harmonics-to-noise-ratio (quantifying the
amount of additive noise in the voice signal [6]); (4) some statis-
tical derivatives of the fundamental frequency F0 (pitch) includ-
ing mean, stddev and mean average slope (MAS). The features
were all calculated on the basis of an entire utterance (below
referred to as utterance-based features). All together, a 17 di-
mensional feature vector was calculated for each training sam-
ple. The individual results were analyzed manually to rate the
discriminative power of each feature on the basis of the class-
specific Gaussian probability density. On the basis of this analy-
sis, three multi-layer perceptron networks (MLPs) with one hid-
den layer each and sigmoid activation functions were trained
on three different sets of features to determine (1) the gender,
(2) the age class for female speakers and (3) the age class for
male speakers. The performance of the system in the evalu-



C YF YM AF AM SF SM

C 23 2 49 6 10 0 6

YF 0 31 0 57 4 0 6

YM 10 0 63 0 18 0 6

AF 0 21 0 73 1 1 1

AM 4 0 31 1 42 0 19

SF 0 14 0 61 5 3 15

SM 6 2 23 3 30 0 34

Table 2: Performance of the reference system. The average re-
call is 39 %.

ation is summarized in table 2 (only the rounded values have
been provided by the organizers of the benchmark workshop).
This approach is described in detail in [4]. The performances of
the other systems in the test in terms of the average recall were
54 %, 26 % and 42 %1. To be able to compare the performances
of the systems with the accuracy by which human listeners are
able to judge speaker age, [3] also performed a listening exper-
iment on the same test data. They report an average recall of
51 %.

3. Novel Approaches Combining Cepstral
and Long-Term Features

3.1. Support-Vector-Machines Using Phone-Conditioned
MFCCs plus Utterance-based Pitch Combined on the
Feature-Level.

System A uses an open loop phone recognizer as a segmenta-
tion front-end. For each sample, a set of segment-based features
is calculated and combined with utterance-based features.The
resulting feature vector is used to train seven binary support-
vector-machines (SVMs), one for each class. The final cate-
gory decision in achieved by choosing the model with the high-
est likelihood. For each segment (phoneme), the medians of
the mel-frequency-cepstrum-coefficients (MFCCs) one to twelve
were calculated (the 0th coefficient was left out as it is related
to the amplitude). The median was used instead of the mean
because it is less sensitive to outliers, which are likely tooccur
in the segment because (1) the border area of a phoneme is in-
fluenced by the transitions from adjacent phonemes and (2) the
alignment is likely to be imprecise. It should be noted though,
that the transitions between the phonemes should not be omitted
in any case since they are likely to contain speaker-specificin-
formation. However, this has to be examined in a separate study.
The mean could be used instead of the median if it is calculated
on the basis of a portion taken from the center of the segment.
A respective test yielded slightly worse results compared to the
median.

MFCCs are features commonly used for example in speaker
recognition, because they accurately characterize the vocal tract
configuration of the speaker. The source of the speech signal
containing speaker-dependent characteristics such as pitch can
complement the vocal tract information. Therefore, theMFCC

features were combined with utterance-based pitch features cal-
culated in the same way as in the reference system. To avoid ef-
fects caused by the differences in magnitude between the pitch
values andMFCC values, a mean/variance normalization was

1A non-disclosure-agreement between the participants prohibits a
detailed itemization of the results here.

C YF YM AF AM SF SM

C 33.99 38.69 3.64 11.84 2.88 8.5 0.46

YF 15.05 51.18 0.54 21.08 0 11.72 0.43

YM 1.18 1.5 60.64 2.9 23.82 0.43 9.23

AF 12.68 19.58 3.68 37.32 0.74 23.07 2.94

AM 0.3 0 41.6 0.4 36.84 0.3 20.55

SF 10.01 18.25 7.16 26.5 1.47 31.7 4.91

SM 0.53 1.31 38.9 2.37 24.97 4.34 27.6

Table 4: Performance of system A. The average recall is 39.9 %.

performed2.

With the phone recognizer’s underlying set of 50 phonemes,
the combination of twelve segment-basedMFCC features with
seven utterance-based statistical derivates of pitch (min, max,
mean, quantile, stddev, mean average slope, slop without octave
jumps) yields a 607-dimensional feature vector (some segments
like pauses and undefined speech were discarded). However,
the vector contains a varying portion of missing values depend-
ing on the number of phonemes actually occurring in the given
utterance. With the training set at hand, 78 % of the segment-
based features was missing on average. To obtain a better in-
stantiated feature vector, attempts have been made to use broad
phonetic classes and other phoneme-groupings as segments in-
stead of the actual phonemes. In another experiment, the miss-
ing values have been replaced by the class-specific mean val-
ues. However, the results could not be improved with any of the
these variants.

To cope with this problem, support-vector-machines
(SVMs) were used for classification. Especially theSVM-LITE

system [7] which is commonly used for speech related classi-
fication problems, was appropriate for this task, because itis
able to handle a very large feature vector and provides a mech-
anism to deal with missing values. SinceSVMs are binary clas-
sifiers, a separate model for each of the seven speaker classes
was trained using samples from the respective class as positive
training cases and samples from all other classes as negative
ones. The bias which results from a larger number of negative
cases was compensated by choosing an appropriate “j-factor” –
a cost-factor by which training errors on positive examplesout-
weigh errors on negative examples. Various methods of balanc-
ing the training data beforehand were tested as well. However,
adapting the cost-factor yielded the best results.

The final category decision was obtained by choosing the
model with the highest likelihood. The results of system A
(with normalized features) are presented in table 4. Although
the average recall of 39.9 % is not significantly higher than with
the reference system, the matrix is more balanced in the sense
that the difference between the lowest and the highest recall is
smaller. Note, that if the application requires a higher recall in
a certain cell, say adults, this can be done explicitly by adapt-
ing the decision thresholds of the binary classifiers accordingly.
This feature was not supported by the reference system. The av-
erage recall of system A with non-normalized data was 39.1 %.

2In a separate test, the normalized version performed in factslightly
better than the one using the original values.



C YF YM AF AM SF SM

C 42.94 20.03 18.21 7.28 6.07 2.58 2.88

YF 19.89 46.45 2.26 23.66 0.11 6.24 1.4

YM 0.43 0 28.11 3 59.66 1.29 7.51

AF 8.73 16.73 2.48 51.19 0.18 19.49 1.19

AM 0.1 0 1.72 2.83 90.18 1.11 4.05

SF 11.19 16.39 2.94 40.43 0.2 27.67 1.18

SM 0.13 0 11.56 2.37 63.34 3.02 19.58

Table 6: Performance of system B.The average recall is 43.7 %

3.2. Support-Vector-Machines Using Phone-Conditioned
MFCCs Plus Utterance-based Pitch Combined on the
Score-level.

System B is a variant of system A where separate models are
built for each segment and later combined on the score-level.
By training a model for each phoneme, the problem of miss-
ing values could be obviated since the training data only con-
tained those samples in which the respective phoneme actually
occurred. At test time, again only those models corresponding
to the phonemes occurring in the test sentence are applied. In
system B, they are combined with a single utterance-based pitch
model. The cost-factors balancing the uneven distributionof
positive and negative examples were calculated for every model
separately. This was necessary because of the different amount
of training data.

An obvious difference compared to system A is the consid-
erably larger number of models. While system A only needs
seven models corresponding to the seven speaker classes, sys-
tem B comes to a total of 7 classes * 50 segments = 350 mod-
els. However, some of them could be discarded because of
their poor performance in the individual evaluations (see be-
low). The use of multiple models for each class required the in-
troduction of additional parameters to control the fusion of the
results. Since full search in an almost fifty-dimensional space
was too expansive and experiments with a hill-climbing method
yielded no satisfactory results, the models were combined using
a weighted sum in which the weights are derivated from the in-
dividual performances of each model. Each of the intervals was
assigned to a weight. The models with a performance of lower
than 50 % were virtually discarded. The authors are aware of
the fact that the described weighting method is suboptimal.If
system B is further developed in the upcoming project phase,it
should be replaced by a more sophisticated one.

Figure 6, which summarizes the performance of system B,
shows that the average recall is higher compared to system A as
well as to the reference system. However, the improvement has
been achieved at the cost of the balance. Although the poten-
tial of this approach was most likely not fully exploited dueto
the manual configured weighting, the complexity of the system
makes it unlikely to be the best choice for an actual application.
Aside from the hard-to-control number of parameters, the eval-
uation of a large number of models for a given test utterance
leads to longer response times and makes the system is harder
to maintain because the consistency of the set of models has to
be ensured.

C YF YM AF AM SF SM

C 41.73 42.64 0.3 7.89 6.37 0.76 0.3

YF 13.12 62.26 0.32 16.56 0 7.74 0

YM 3.65 1.39 54.94 3 28.76 1.07 7.19

AF 6.16 21.72 3.03 43.29 0.92 23.99 1.19

AM 0.61 0.1 18.12 0.3 70.75 0.1 9.82

SF 4.32 21.2 4.32 35.43 0.49 31.99 2.26

SM 4.6 1.97 20.24 1.84 27.6 5.12 38.63

Table 8: Performance of system C. The average recall is
49.11 %

3.3. Gaussian Mixture Models Using Frame-based MFCCs
plus Support-Vector-Machines Using Utterance-based Pitch
Combined on the Score-level.

System C represents a streamlined approach getting by with no
more than two models per class. One is the utterance-based
pitch featuresSVM from system A, the other model is still
based uponMFCCs but uses the actual frame-by-frame values
instead of the segment means (or medians). Hence, rather than
SVMs, Gaussian-mixture-models (GMMs) have been applied, a
method which is commonly used for frame-wise classification
in speaker recognition and related fields (see for example [8],
[9], [10]). With the frame-by-frame processing of the features,
system C requires no segmentation front-end which is beneficial
in terms of the system’s complexity and classification speed.

When designing aGMM for a particular task, a major choice
is the appropriate number of Gaussians. More Gaussians usu-
ally model the training data better but bear the risk of over-
fitting i.e. not finding a suitable generalization to classify un-
seen material properly. While in speaker recognition systems
often 1024 and more Gaussians are used, the classification prob-
lem at hand requires a higher generalization and therefore a
much smaller number of Gaussians was expected to be optimal.
Experiments were conducted using 16, 32, 64, 96, 128 and 256
mixtures. The best results were obtained with 96.

The frame-basedGMM and the utterance-basedSVM were
combined on the score level. The weights were trained using a
class-specific (i.e. seven-dimensional) full search within the in-
terval 0 – 3 and an increment of 0.1. The optimal weights were
(GMM + 0.3 * SVM) for all classes. A hill-climbing method op-
timizing the weights for each class separately was implemented
as well. However, it yielded a weight constellation which per-
formed slightly worse.

As depicted in figure 8, the average recall of system C is
of 49.11 % is considerably higher compared with any of the
other systems. At the same time, the individual recall values are
fairy balanced. The average recall of theGMM alone constitutes
43.66 %; the unweighted combination of theGMM and theSVM

yielded an average recall of 45.99 %.

4. Conclusions and Outlook
The lessons learned from analyzing the results of the study pre-
sented here is, that to some extent information about the con-
tent of the utterance (“what was said”) is necessary to achieve
information about the speaker (“who said it”). All three pro-
posed approaches take into account the nature of the phonemes
uttered, either explicitly as with the segment-based approaches
or implicitly as with the frame-based ones. The most success-



ful approach (system C) represents a combination of frame-
based cepstral features (MFCC) and utterance-based pitch fea-
tures. We believe that this is due to the fact thatMFCCs are
powerful features to characterize the vocal tract configuration of
the speaker whereas pitch features contain complement speaker-
dependent characteristics representing the source of the speech
signal. This corresponds to findings in the related field of
speaker recognition where 1. the combination of short-term
cepstral features with long-term prosodic features was found to
improve the results in general and [11] and 2. pitch was identi-
fied as the single best long-term feature [12].

The most incising limitations of the work presented here
can be seen in the data that were used for training. Not only
the total amount of data was to small to build accurate models
but the age structure was not optimally balanced. An impor-
tant aspect of future work will to be compare the various ap-
proaches to the recognition of speaker age on the basis of large
databases. Particularly, the corpora Switchboard II, Fisher, and
Mixer could be used for this task. Switchboard [13] is a cor-
pus of spontaneous telephone conversations collected at Texas
Instruments with funding byDARPA. It comprises 240 hours
of recorded speech spoken by over 500 speakers of both sexes.
The Fisher corpus [14] represents a collection of conversational
telephone speech that was created at the Linguistic Data Con-
sortium (LDC) during 2003. It contains 11700 audio files, each
one containing a full conversation of up to 10 minutes adding
up to almost 2000 hours of speech. Mixer [15] is a multi-
language conversational telephone speech corpus collected by
LDC to support the 2004 and subsequentNIST speech recog-
nition evaluations. The database comprises 600 speakers who
completed twenty conversations and 1150 speakers who com-
pleted ten. With an average conversation being six minutes
long, the corpus contains nearly 3000 hours of speech.

The advantage of using these databases (and especially the
large Fisher and Mixer) is twofold. First of all, using more data
is always beneficial for a machine learning system. Secondly,
and even more important, results achieved on an internation-
ally approved database that is available for the community of
researchers in the field will have a larger impact. At the same
time, this constitutes an important prerequisite of another appli-
cation of age recognition: investigating the question whether or
not the information about the age of a speaker can be used as
an additional source of information to recognize the speaker’s
identity. This aspect has been investigated by a only a few stud-
ies before, all leaving the question unanswered. In a study with
human raters, [16] conclude for example that “whether the per-
ceived age can [...] lead to a correct speaker identificationre-
mains an open question”.
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